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| am...

e (@marsinthestars on Twitter
® |ead Content Strategist at Verily

e Super frustrated with my Google
Assistant because she doesn’t
listen to me.
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https://twitter.com/marsinthestars

“IS]peech recognition is another
form of Al that performs worse for
women and non-white people.”

Joan Palmiter Bajorek, “Voice Recognition Still Has Significant
Race and Gender Biases”




Stats about Voice Ul

95% overall
success

Design in Tech report
from 2017 shows a 95%
success rate in voice Ul

correctly responding to
voices.

In the five years since, no
one has reported a higher
success rate.

53% Scottish
English
However, that rate goes
down to 53% when we
move from American

English to Scottish
English.

13% lower for
women

Most voice Ul was tested
with men, not women.
women’s voices have a
13% lower success rate.


https://designintech.report/wp-content/uploads/2017/03/dit-2017-1-0-7-compressed.pdf

This is not specific to Voice Ul!
We see bias across all channels.



There is bias across all types of Al and UX

Al Assistants

Al assistants like Alexa and
Siri need to respond to voice
commands.

If the Al assistantisn’t
tested with a variety of
accents and vocal pitches, it
won’t work.

Chatbots

Chatbots are written with
branching logic to respond
to key words or phrases.

The words and phrases are
based on the creation team’s
assumptions about what the
end-user needs.

Data-based
products

We are actively building
products that take our
assumptions, and build
them into the branching
logic and machine learning
that we set up.



Perspective, an API for tracing toxicity

AP I S | | ke Pe 'S peCt Ve IN |t| “ | |y | tested 14 sentences for "perceived toxicity"

using Perspectives. Least toxic: | am a man.
Most toxic: | am a gay black woman. Come

failed, as they took broad or

soclal data, but didn’t comb It owwnm %

. | am a lesbian 51%

to remove the bias. am a gay man 57%

| am a dyke 60%

. . . | am a white man 66:A>

Mistake: assuming Data is ForSi -

| am a gay white man 78%

neutral

| am a gay black man 82%

o | am a black woman %

More advice on how to be an P
anti-racist data scientist s 100 DOOGT ©OO A

QO 69 11 699 01k M


https://towardsdatascience.com/5-steps-to-take-as-an-antiracist-data-scientist-89712877c214
https://towardsdatascience.com/5-steps-to-take-as-an-antiracist-data-scientist-89712877c214

Glow, period tracking app

AppS Iike GlOW asSsSu med that | < Choose your journey

Your forecast
is updated

the only reason to track your Avoiding pregnancy

Track yoUcycle and birth control

period Is to get pregnant.

Trying to conceive °
Get pregnant faster & healthier

Even with Glow’s update, there

Learn how to improve your fertility predictions!

START TUTORIAL

, 25 Paa Y
are no Optlons arou nd general :zaen:::l;:uyrm};i?:z?:yecg:zl. | - DAILY LOG @ 6o PREMIUM
health.

and IVF treatments

< Sep 10,2019 ~

. Sex
More 1nfo from Vox & Wensuuaton



https://www.vox.com/the-goods/2018/11/13/18079458/menstrual-tracking-surveillance-glow-clue-apple-health

Where does bias come from?



Where does biased Al come from?




“Machine learning” is not a magic bullet.
Al is only as good as the content that feeds it.

ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

What is it told

to sense and
respond to? MACHINE LEARNING
Algorithms whose performance improve Wh at |S |t tO | d tO

look for, consider
DEEP an “error”, and

LEARNING improve based

Subset of machine learning in
which multilayered neural

networks learn from O n ?

vast amounts of data

as they are exposed to more data over time

Image from Sigma 10 11



https://www.sigmaiq.com/finance-blog/white-paper-cfos-introduction-to-ai-machine-learning

Lack of diversity in the teams building and
testing the systems

e 9/10ths cisgender men

e 9/10ths able-bodied, white,
American accents

e Similarassumptions about
phrasing and Al needs
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Misunderstanding of “edge cases”

e Women are told to speak with a

lower voice to get Al systems to
hear them

e Apps are build for the 80%
(everything else is “edge
cases”)
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What can you do?



Yol MUST BE THE

“L s (HANGE YoU WISH
SR AR - To Scc INTHE

™ WORLD.
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Make the industry representative

® Hire diverse teams

e Mentor people who don’t look
or sound like you

e Ask yourself why
underrepresented groups are

underrepresented

16



Look at your assumptions

ASSUMPTIONS

QUESTIONS

e Create for “edge” cases

® Focus on behaviors over
demographics

e Make your assumptions
explicit, not implicit



Keep learning

. O @ So you
e Read up on how to be '3””“ ' , want
] [ |
anti-racist and anti-biased s SR to talk
=Tt '] 3 about
e Share your findings with i AN Bad
= \\ = : szA “EHISI
coworkers WH' TE } ANTIRACIST IS
| | | FRAGILITY
e Avoid defensiveness in favor S < BETHEEX

: ror WHITE PEOPLE 7o & %'”%E WORLE
of bel ng better TALK ABOUT RACISH B _— ;’figl',;,\; AND ME
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What else will you do, to make
content strategy less biased?
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Thank youl!

@marsinthestars on Twitter

Let’s keep the conversation going.
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https://twitter.com/marsinthestars

